
Gross dissection of a brain immediately 
suggests that different parts of the brain do 
different things: brains have architecture. 
Indeed, we now know that, even though 
computation is spatially distributed within 
the brain in complicated ways, different 
neural structures are concerned to some 
degree with processing different kinds of 
information. The brain is certainly not 
equipotential. However, there remain 
a number of interesting and difficult 
questions about the degree of such apparent 
specialization, how it might come about and 
what it accomplishes. These issues have been 
the focus of numerous theories of domain 
specificity, which range from abstract 
cognitive hypotheses to neurophysiological 
and neuroanatomical accounts.

The concept of domain specificity 
in its broadest application refers to the 
relationship between the various domains 
within which humans typically show 
expertise (such as face recognition or 
reading) and the cognitive processes and 
brain mechanisms that subserve these 
abilities. In the most colloquial (and 
inaccurate) version of this concept, there are 
brain structures ‘for’ face recognition or ‘for’ 
reading. This idea has been so influential 
(even when it was not explicitly articulated) 
that it has spawned separate research 
disciplines: visual neuroscience, cognitive 

system (FIG. 1). The modules had several 
attributes in addition to domain specificity, 
such as innateness (the modules placed 
bounds on what could be learned and 
ensured some universality in how different 
people’s minds worked), informational 
encapsulation (the modules received 
restricted sensory information) and cognitive 
impenetrability (the modules could not be 
influenced by top-down cognition) (BOX 2). 
Informational encapsulation and cognitive 
impenetrability together limit the range of 
information to which a module has access 
(FIG. 1a). There is now general agreement 
that the original concept of modularity (or 
at least most readers’ interpretation of it) 
needs to be made less rigid and to admit 
degrees of modularity6. However, there is 
also agreement that, although we may want 
to soften our adherence to the original list of 
specific criteria, a revised view of modularity 
remains powerfully useful in cognitive 
psychology and cognitive neuroscience. This 
is the view that we also take here: domain 
specificity is not exactly what we thought it 
was, but it is here to stay.

Of the original features in Fodor’s 
list, one has been argued to be essential 
for modularity: domain specificity7. 
It is important to note that, in Fodor’s 
original scheme, domain specificity arose 
from the joint effects of informational 
encapsulation and cognitive impenetrability; 
however, the strict operation of these 
two criteria depended on a particular 
concept of processing architecture that 
is incompatible with what we now know 
about the brain (FIG. 1). In particular, actual 
anatomical circuitry is now known to be too 
promiscuous to generate domain specificity 
in this way. Instead, we need a revised 
functional concept of domain specificity that 
would let us understand how a more realistic 
processing architecture (FIG. 1c) could still 
generate (degrees of) modularity.

In this regard, it is also important to 
distinguish between the inputs to a system 
(both ‘bottom‑up’ and ‘top-down’) and the 
actual internal computations that  
the system is able to carry out, whatever the 
inputs. Both will constrain the outputs of 
the system: it can only operate on what it 
has access to, and it can only execute those 
computations that can be implemented in 

neuroscience and social neuroscience, for 
example, are all defined by their different 
domains and, secondarily, by a focus on 
different parts of the brain1. But is there 
really a visual brain, a cognitive brain and 
a social brain2–4 (BOX 1)? These questions 
remain hotly debated particularly within 
social neuroscience.

Given the ever-increasing volume 
of data, especially those derived from 
neuroimaging studies of the human brain, 
we believe that it is timely to take stock 
of these questions. In this article, we aim 
to formulate a revised concept of domain 
specificity that draws lessons from the 
debates and that incorporates important 
processing features discovered within 
social neuroscience. The new view is more 
nuanced, accommodates a richer range of 
processing and should better guide future 
studies of the underlying neural circuits.

Origins of domain specificity
The first clear usage of the term domain 
specificity was provided by Jerry Fodor, 
who listed it as one of several criteria 
that described what he referred to as 
‘information processing modules’ in a 
cognitive architecture5. In Fodor’s view, these 
modules could be considered as little ‘boxes’ 
that encompassed the processing of the 
inputs to a general (non-modular) cognitive  
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Abstract | The concept of domain specificity — which suggests that some aspects 
of neural processing are specialized for particular types of stimuli — has been 
invoked to explain a range of cognitive phenomena, including language, face 
perception and theory of mind, and has been a hallmark of theories of cognitive 
architecture. More recent usage of this concept draws on neuroscientific data and, 
in particular, on work in social neuroscience. A critical examination of the part that 
the concept of domain specificity has played in theories of human brain function 
leads us to suggest a new view according to which domain specificity pertains to 
centrally generated constraints on information processing that can be both 
dynamic and context sensitive.
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its internal architecture. This is a distinction 
originally noted by Barrett8 (a point that he 
illustrated with respect to the computations 
that enzymes carry out) who argued that 
either restricted access to information or 
restricted operations on that information 
(access versus process specificity, in Barrett’s 
terms) could produce domain-specific 
outputs. Unlike Fodor, who restricted 
domain specificity to the peripheral modules 
that provided the inputs to a domain-general 
central system (FIG. 1), several recent thinkers 
have therefore advanced the view that 
even central processing could be domain 
specific9,10. Indeed, the ‘massive modularity’ 
hypothesis holds that central processing 
not only can, but must, be entirely domain 
specific: that the mind is composed of 
modules through and through11.  

commitments of Fodor’s original definition. 
Although domain specificity was originally 
an abstract concept applied to any cognitive 
system, the revised concept will also need to 
incorporate actual data from neuroscience.

Continuing challenges
Conceptual problems. Confusions about 
domain specificity often arise as a result of 
dichotomous thinking about brain–domain 
relationships (domain specific versus 
domain general) and in specifying what 
one takes to be a domain (for example, 
social versus non-social, emotion versus 
cognition (BOX 1)). Moreover, debates have 
often ignored the fact that it is largely 
unknown how cognitive functions are 
related to brain structure and function15,16. 
Indeed, studies often consider only the 

The arguments supporting this idea include 
appeals to how psychological processes 
might have evolved, to computational 
efficiency and to the apparent requirement 
for innately specified heuristics (simple 
decision rules and problem-solving 
strategies) to make any aspect of  
cognition tractable.

Nowadays, the idea of domain 
specificity has crept into a large number of 
different studies that include evolutionary, 
developmental and clinical work12–14. Almost 
none of this work articulates exactly what 
the authors mean by ‘domain specificity’. We 
believe that it will be important to consider 
the various difficulties facing the definition 
and assessment of domain specificity to 
forge a way forward towards a more nuanced 
concept that does not require all of the 

Box 1 | What is a cognitive domain?

In its most general sense, the domain of a cognitive function is the set 
of inputs and outputs to which it can be applied5,69,70; however, this 
quickly becomes complicated by the fact that domain specificity is 
nowadays commonly applied not only to cognitive processes but also 
(or instead) to brain regions or systems. Thus, face perception is  
a cognitive function for which there is substantial evidence for  
domain specificity, whereas the fusiform face area (FFA; see the main 
text and BOX 4) is one component of a distributed set of brain  
regions that generate this domain specificity through an assembly  
of computations.

For claims about domain-specific cognitive processes to be testable, 
there must be observable criteria that would allow us to judge whether  
a given set of inputs and outputs belong to the domain in question71. 
However, domains differ substantially in how easily such criteria can be 
defined. Specific classes of stimulus input (such as faces versus non-faces 
or words versus non-words) and motor output (such as eye movements or 
hand actions) are examples of relatively well-defined domains. Yet, as one 
moves further away from such concrete domains of stimulus and 
response, the inclusion criteria quickly begin to lose their definition (that 
is, there are less well-defined boundaries between domains). At the 
extreme is the distinction between the ‘social’ and ‘non-social’ domain. 
The social domain has characteristic stimuli (including faces, bodies and 
biological motion) and concepts (such as mental states); however, these 

characteristics fail to deliver a coherent domain definition because 
humans can objectify social stimuli and can impute mental states to 
non-social stimuli.

One of the problems is that domain-based descriptions of brain and 
behaviour can vary substantially in their level of abstraction. To illustrate 
the challenge that this presents, as well as a potential solution, we can 
consider the ‘social’ and ‘cognitive’ research domains that were defined 
by the National Institutes of Mental Health Research Domain Criteria 
(RDoC) initiative72–74 (see the figure). As exemplified in the RDoC 
initiative, these two very abstract domains are theoretically important; 
however, they must be decomposed into scientifically tractable 
subdomains that are specific enough to be operationally defined in the 
context of an experimental paradigm and that can be tied to specific 
measures of cognitive and neural function.

For claims about the domain specificity of neural structures or systems, 
analogous challenges arise, although the functional criteria of inputs 
(stimuli and/or tasks) and outputs (behavioural performance) are, in this 
case, importantly supplemented by neural measures such as 
electrophysiology or functional MRI. It is these additional measures, which 
arise from cognitive neuroscience, that can help to constrain the level of 
functional abstraction at which we explain domain specificity and that can 
provide a mechanistic explanation of how domain specificity at higher 
levels of abstraction emerges from the operation of lower-level mechanisms.
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small subset of anatomical loci for which 
standardized (univariate) neuroimaging 
localizer protocols are available17,18 or 
for which there exist rare patients with 
anatomically circumscribed lesions. Such 
scattered and selective evidence for domain 
specificity does not allow us to discover the 
full architecture of cognition and may be 
merely imposing preconceived views that are 
perpetuated by selecting among the scattered 
reports. Moving forward, the concept of 
domain specificity will need to incorporate 
the accumulating evidence that ‘natural’ 
domains — that is, the domains gleaned 
from experiments in a data-driven manner 
— are in many cases going to be more 
abstract than our common-sense psychology 
might have us intuit and are in turn likely 
to correspond to a dynamic, network-based 
picture of brain function that is often  
also counterintuitive19–21.

Empirical problems. These conceptual 
difficulties are closely related to problems 
in how we collect empirical data and to the 
inferential logic whereby neuroscientific 
evidence is used to promote claims  
of domain specificity. The most blatant of 
these problems is the over-reliance on data 
demonstrating merely that a region (such as 
the dorsomedial prefrontal cortex (dmPFC)) 

In addition, we are usually not interested 
merely in stimuli and tasks but rather in 
latent (not observable) variables that can 
only be inferred from those stimuli and 
tasks. This issue is particularly acute in social 
neuroscience, in which different investigators 
(and studies by the same investigators) 
often use different stimuli and tasks to 
putatively measure the same process. A clear 
example of this (which we discuss further 
below) comes from the hundreds of human 
neuroimaging studies of ‘theory of mind’ 
(ToM), the ability to impute mental states to 
other agents. There is enormous diversity in 
the tasks and methods that are used to assess 
ToM, including simple lexical decisions 
about mental-state verbs, passive viewing 
of geometric animations and playing a 
competitive economic game with another 
person22. The assumption that there is a 
single ToM ability underlying performance 
in such diverse tasks has been largely 
untested, and recent empirical evidence 
strongly suggests it is untenable17,23,24. In 
short, this leads to important questions 
about construct validity: a single finding of 
a response that seems to be domain specific 
is almost certainly inadequate. Instead, we 
would want an accumulation of evidence 
(ideally multimodal) that together provides 
convergent validity: that is, a number of 
different measures that all provide evidence 
that a particular variable shows domain 
specificity in its processing.

Mechanisms. An important ongoing 
debate concerns the mechanisms that could 
underlie domain specificity. As noted above, 
domain specificity may theoretically arise 
either because the processing ‘module’ is 
connected in such a way that it only receives 
restricted information (‘input specificity’ 
in our terminology) or because its internal 
computations only accept a certain range 
of information (‘central specificity’ in our 
terminology). One might consider the 
visual system as an example of the former 
mechanism, whereas language is an example 
of the latter.

It is important to note that, in both cases, 
the putative domain specificity must depend 
on architectural processing constraints and 
not on a host of other factors that could 
produce illusory domain specificity and 
that are typically eliminated in control 
experiments, such as one’s preferences or 
cognitive limitations25. For example, I may not 
be able to process and perform arithmetic with 
very long numbers that exceed the capacity of 
my working memory, but this doesn’t mean 
that there is domain specificity for short 

shows a greater functional MRI (fMRI) 
response (commonly termed an ‘activation’) 
to stimuli that are exemplars of one domain 
(such as human behaviours) than it does to 
stimuli that are exemplars of another domain 
(such as non-human natural phenomena). 
At best, such data demonstrate domain 
specificity in the response, and, in most 
cases, they can be easily explained as the 
effect of a range of third variables — some 
of which may be theoretically interesting in 
their own right (such as the reward value 
or familiarity of the stimuli). According to 
our view, it is insufficient to demonstrate 
domain specificity in a brain region without 
some explanation of why that specificity 
exists. After all, any domains of stimuli that 
we can tell apart would be expected to be 
represented differently in the brain at some 
level: if this were not the case, on what basis 
could the domains be discriminable by 
people in the first place?

As mentioned above, the concept of 
domain specificity begs the question  
of what counts as a domain (BOX 1). In a 
trivial sense, a domain can, of course, be 
specified just in terms of stimulus input; 
however, even here, issues arise owing to our 
inability to exhaustively search for responses 
to all stimuli, and there may be problems 
in eliminating confounds (as noted above). 

Figure 1 | Fodor’s conception of modularity versus ‘new-look’ modularity. In the early 1980s, the 
philosopher Jerry Fodor provided the seminal framework for thinking about the mind as including 
independently operating functional units, or modules5. a | A Fodorian module is shown. According to 
Fodor’s original concept, modular input systems process information in a domain-specific manner, 
because they only have access to one specific channel of input (the domain on which they could 
operate), a concept known as informational encapsulation. That is, each modular processor receives 
information from a dedicated set of sensory transducers. In addition, Fodor proposed that there is a 
central processor that receives information from the modular processors and is domain general, 
because it has access to everything (or at least to a flexibly unbounded number of things). b | According 
to Fodor, violations of informational encapsulation as a result of reciprocal inputs between processors 
would destroy modularity, because it would destroy domain specificity. c | In our ‘new-look’ version of 
modularity, domain specificity can emerge if a module has so much access to information (because it 
receives information from many sensory transducers together with top-down modulation) that it is 
able to intelligently filter that information to yield what looks like central domain specificity.
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numbers and longer numbers. Similarly, I 
may have a strong preference for (and hence 
attend to and remember things about) Golden 
Retrievers, but this doesn’t mean that I have 
domain-specific processing for Golden 
Retrievers. One could certainly imagine  
that I might, over time, develop domain 
specificity as a result of these other influences; 
however, again, this would have to manifest 
at the level of changes in the processing 
architecture. Data from neuroscience can 
sharpen our understanding of the processing 
architecture and can therefore provide some  
of the most compelling arguments for 
particular mechanisms.

specialization), these findings do argue 
for a view according to which domain 
specificity — at least for central processes 
— arises from a mixture of sources. Sensory 
input patterns, access to other information 
through specific patterns of connectivity 
and intrinsic operations that are evident 
in ultrastructural measures are all likely to 
contribute to the domain specificity of a 
system or region (BOX 3).

Development. Questions about development 
have traditionally been at the core of 
debates about both modularity (remember 
that one of Fodor’s original criteria was 
innateness) and domain specificity. 
Waddington famously proposed an image 
in which a developmental trajectory could 
be represented as a marble rolling down a 
slope with valleys in it: the valleys buffered 
the developmental course against sources 
of variance and ensured that the process 
became ‘canalized’ (REF. 27). Several modern 
views have picked up this theme and stress 
that the specialization of a process during 
development is driven by a mixture of 
genetic and environmental mechanisms 
that are often experience dependent28. 
For instance, this has been applied to the 
much-debated domain specificity of ‘mirror’ 
neurons, which participate in both the 
production of actions and in the perception 
of similar actions in other agents: an infant’s 
own movements, together with attentional 
preferences and Hebbian learning, can lead 
to the emergence of domain specificity in the 
responses of mirror neurons29. This example 
is particularly attractive, as it makes 
precise predictions about the parameters 
that are required for the emergence of 
domain specificity, based on what is 
known about Hebbian learning. It is also 
a clear example of a specifically social 
process that is rendered domain specific 
through canalization of a previously 
domain-general process.

There is a final important way in which 
originally domain-general processing 
might become more domain specific 
through experience: the operation of 
interpersonal factors. The inputs to 
a system are dictated not only by the 
preferences of the individual and  
the statistical structure of the world but 
are also actively shaped by social and 
cultural constraints as multiple people 
interact with one another30. Indeed, one 
would conjecture that similarities across 
individuals in the degree to which many 
social processes are domain specific 
may well arise from the coupled social 

There are, in fact, neurobiological 
data that support the idea that central 
specificity can develop over time. For 
example, histological data show that 
cortical proliferation changes during 
development in regions that subserve face 
processing26. Such ultrastructural changes 
provide good candidate mechanisms that 
may drive the emerging specialization in 
the intrinsic computations carried out 
within cortical regions that exhibit domain 
specificity. Although this does not of course 
eliminate the  possibility that there is input 
specificity (which may, after all, also be the 
ultimate cause of the changes in intrinsic 

Box 2 | Domain specificity in the broader context of cognitive architecture

In Fodor’s seminal text5, domain specificity is presented as one of several design features to consider 
in descriptions of cognitive architectures (models of how the mind works that range from classical 
‘boxes-and-arrows’ schemes to detailed connectionist networks inspired by models of neurons). As 
stressed by Fodor himself (and others since7), these proposed features were not intended to provide 
a definitive set of conditions that are necessary and sufficient for a modular design and would not 
always be expected to co‑occur. We therefore believe that future research on neural architecture 
would benefit from treating each of these features as an empirical issue unto itself. In this spirit, we 
have placed each of Fodor’s original features, along with others that have since emerged, into one of 
four categories (see the figure). This is not meant to be an exhaustive feature list; rather, it illustrates 
that domain specificity is just one small piece of a much larger puzzle.

Implementation
Recent data from studies examining intrinsic functional architecture in the resting brain suggest 
that characteristics of modular design exist at the level of large-scale networks of spatially 
distributed and functionally connected brain regions20,21. Whereas Fodor emphasized innateness, 
modern studies have also highlighted the role of experience-dependent functional plasticity75,76  
and, relatedly, variability across individuals in function-to‑structure mappings77.

Deployment
Fodor expected that modular functions would deploy efficiently and automatically and would be 
cognitively impenetrable: that is, they would neither require nor permit intentional or conscious 
control over when and how they were deployed.

Function
Although questions of domain specificity can be tackled in the absence of a precise account of the 
mechanisms through which that domain specificity is generated, we suggest that it is important to 
understand the latter to explain the former. This might be especially the case for truly modular 
functions, which Fodor argued would be likely to be computationally simple (non-decomposable),  
as the corresponding causal mechanisms should be simpler to discover.

Origin
According to some accounts9,10, modules are evolved adaptations that enabled us to solve 
specific, recurring problems in our ancestral environments. Thus, this feature set is tightly linked 
to those related to implementation: purely modular functions have high heritability, low 
environmental influences, a characteristic developmental trajectory and are likely to have 
cross-species homologies.
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interactions between individuals. The need 
for efficient interpersonal communication 
and the creation of substrates for shared 
experience through culture could drive the 
emergence of domain specificity for many 
social abilities, such as reading text31.

Social neuroscience case studies
All information is conveyed to the brain 
through inputs that ultimately depend 
on sensory transduction. Once in the 
brain, there is only a single, intrinsically 
content-less (and so completely 
domain-general) currency: electrical 
potentials. Given this fact, the ultimate 
source of domain specificity must be either 
in the biophysical constraints on sensory 
transduction channels (and their subsequent 
pattern of disseminating the transduced 
information; input specificity) or in the 
nature of the computations carried out by 

Nonetheless, even here, it is apparent that 
such domain-specific processing is merely 
one component of a much more complex 
architecture that ultimately generates 
flexible behaviour in context. For instance, 
domain-specific input modules can still 
engage central states that are more flexible, 
even for brains as ‘simple’ as that of  
the honeybee34.

Another example of putative domain 
specificity comes from face processing 
(BOX 4). Neuroimaging studies have shown 
that a region of the ventral temporal cortex, 
dubbed the fusiform face area (FFA), is 
activated more by faces than by any other 
domain of visual stimuli35 and contains 
neurons that respond selectively to faces36. 
In this case, what seems to be domain 
specificity for a certain kind of input must 
in fact arise from domain specificity due 
to certain kinds of computations, as there 
are no inputs (at the periphery) that are 
selective for faces. The explanation of how 
domain specificity is centrally generated 
in the case of face processing may be a 
complex account of successive filtering and 
combinatorial operations that, in and of 
themselves, do not operate only on input 
about faces (as, again, there is no such 
selectivity in terms of sensory inputs). 
Considerable debate about the domain 
specificity of face processing has focused on 
the question of whether the FFA responds 
selectively to faces or instead implements a 
computational function that happens to be 
most important for processing faces (BOX 4). 
In fact, these may simply be accounts of two 
different things: there is domain-specific 
processing for faces that arises because of 
central computations that construct such 
processing. These central computations are 
now being revealed in a network of patches 
of temporal cortex that each contributes to 
the components required37–39.

Central domain selectivity can thus arise 
not simply from the input connectivity that 
conveys sensory information as such but 
from the full pattern of connectivity through 
which a central brain region obtains highly 
transformed and context-modulated sensory 
information. The idea that a particular 
connectivity profile could form the substrate 
for the domain-specific function of a brain 
region is borne out by recent findings about 
word processing. Unlike face processing, 
it seems that reading words is a capacity 
that has emerged too recently for us to have 
evolved a module that is domain specific for 
words. However, recent work has shown  
that the structural connectivity of the  
region that normally develops into the visual 

a central processor (central specificity), or 
both. We can gain insight into which of these 
possibilities is the more plausible in different 
scenarios by considering several examples 
of putative domain specificity in social 
neuroscience studies.

As an example of input specificity, we 
can consider the social behaviours that are 
evoked by pheromones in many mammals 
and insects. These are caused by specific 
molecules and are processed by a neural 
system (the vomeronasal system) that meets 
many of the classic criteria for a cognitive 
module: it is sensitive only to the particular 
pheromone molecules and it links its 
processing narrowly to a specific class of 
behaviours (BOX 2). The mating behaviour 
elicited in the males of many species by the 
smell of females in oestrus, for instance, is an 
example of domain-specific processing that 
arises at the level of sensory transduction32,33. 

Box 3 | Mapping domain specificity in the brain

We suggest that there are three broad classes of architectures that might generate domain 
specificity (not mutually exclusive). The first would arise from the restriction of sensory inputs to 
the domain (input specificity), the second is the result of the specificity of computations internal  
to a central module (central specificity), and the third arises from the existence of horizontal and 
top-down inputs to a system that act as sophisticated filters (new-look specificity) (FIG. 1a,b,c, 
respectively). How and where might we find evidence for each of these types of processing 
architecture in the brain?

We could very roughly partition the brain into early sensory regions, sensory association cortices 
and central regions (excluding the motor-related structures that relate to output for now). In early 
sensory structures, we might expect to find evidence primarily for input specificity (as evident in 
the vomeronasal system (see the main text)). The topographic maps that characterize early sensory 
regions also provide evidence consistent with input specificity (for example, the tonotopic 
auditory cortex could trivially be said to be domain specific for a particular frequency). However, it 
would be more interesting if we could find topography that maps semantic dimensions. It is 
possible that these could be found in association cortices, where they would need to be centrally 
synthesized. Examples of such findings include evidence of cortical specializations for particular 
object categories (including the fusiform face area (FFA) (BOX 4)) and their lexical representations, 
such as maps representing semantic and lexical information about people, animals, fruits, tools and 
musical instruments78,79. What remains debated is how these central representations arise. 
According to our view, they are likely to arise as a result of new-look specificity: they would depend 
on the complex patterns of connectivity that enable a region of the brain to recruit the many 
associations that constitute our knowledge about these different domains of concrete entities.

More ‘central’ regions, such as the dorsomedial prefrontal cortex (dmPFC), seem to exhibit 
relatively domain-general processing when appropriate control conditions are included56 or 
when a number of ostensibly non-social domains are being examined42. There is little argument 
for input specificity in these regions, and the apparent domain specificity of these areas is so 
flexibly deployed that it seems to be truly dynamical: that is, it is engaged in the moment and 
subject to momentary motivational and attentional effects80–82. It may be that these effects result 
in some enhancement of processing within the dmPFC. This could involve neuronal proliferation 
(as is the case for the FFA26) or other plastic events within the dmPFC. Although normal 
(domain-specific) experience during development may thus be one factor driving maturation of 
the dmPFC, the computations that it performs would nonetheless remain inherently domain 
general. It is possible that there are other ‘central’ regions that do exhibit domain specificity to 
some degree, such as the adjacent regions in the medial PFC that seem to represent value for 
rewards such as food or money83.

We are left then with clear input specificity only for sensory regions. As noted above, domain 
specificity in association and higher-order regions is likely to result from new-look specificity. 
There is little evidence of true central specificity, which either turns out to be new-look specificity 
or else reflects domain-specific developmental or experiential effects on the functioning of an 
otherwise domain-general process.
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word form area (VWFA) (BOX 4) is already 
preconfigured to become specialized for 
processing words given the right subsequent 
experience40. Indeed, the precise anatomical 
location of what will later become the 
functionally defined VWFA can be 
determined 3 years earlier in infants (before 
reading competency has been acquired) 
from the structural connectivity profile of 
this region. This suggests one mechanism 
by which central specificity might arise: 
domain-specific computations within a 
brain region or system might emerge when 
particular connectivity meets experience 
with a particular domain. In the case of 
reading, the VWFA is not domain specific 
for words at birth but progressively becomes 
so as a particular processing architecture 
(that is, a particular pattern of connectivity) 
is applied to a restricted content over time.

differential processing of social information 
has often been highlighted in disorders 
such as autism and Williams syndrome44. 
Neuroimaging data broadly support the 
dissociation between social and non-social 
cognition1, and there is even evidence that 
human children exhibit cognitive skills 
notably superior to those of great apes 
specifically in the social domain45. As in 
the case of reading, social cognition and its 
neural substrates have thus been proposed as 
a type of domain specificity that is possibly 
unique to humans46.

More recent work has focused on a 
network of structures that are involved in 
our ability to represent and reason about 
other people’s mental states. As noted 
above, this is often dubbed ToM, although 
that term is applied to several different 
kinds of social reasoning that each recruits 
somewhat different brain regions17,23,24. 
Perhaps the most prominent of these are 
two nodes in this network: the dmPFC and 
the temporoparietal junction. The dmPFC 
in turn can be further fractionated into 
subdivisions41,47. Hundreds of neuroimaging 
studies of higher-order social cognition 
have led many to conclude that the dmPFC 
performs a function that is dedicated to the 
decidedly social task of reasoning about 
the mental states of others22,47,48. Moreover, 
recent neuroimaging studies of the macaque 
suggest that several cortical regions — 
including most prominently regions of  
the PFC believed to be homologous to the  
human dmPFC — are specialized for 
interpreting the contents of complex social 
scenes49, such as the information extracted 
from the faces of conspecifics50. These 
studies, along with related proposals from 
human neuroimaging studies51, indicate 
that specialization for social cognition 
may be best characterized at the level of 
functional circuits consisting of multiple 
components that themselves need not be 
domain specific52.

Although a role for the dmPFC in 
ToM is practically indisputable, there are 
reasons to question the stronger claim that 
the dmPFC is domain specific for social 
processing. Most problematic is the fact 
that the neuroimaging evidence for domain 
specificity seems to rest, almost exclusively, 
on showing that the dmPFC responds more 
strongly under social conditions than under 
non-social conditions1. Such a differential 
response could easily be explained by 
the existence of a single, domain-general 
process that is deployed to a greater degree 
in the social domain because of a range of 
possible third variables that confound the 

This brings us to our final example, 
the putative domain specificity of social 
cognition more generally. Whereas the FFA 
and VWFA are high-level perceptual regions 
(association cortices) (BOX 3), thinking and 
reasoning about other people’s minds is a 
cognitive ability that can operate on a huge 
range of stimulus inputs and relies on a 
network of very central regions (such as the 
dmPFC)22,24,41,42. Thus, Fodor would have put 
it squarely into the domain-general ‘central 
system’ box (FIG. 1). However, the idea that 
social information processing is domain 
specific has a long history, going back to 
some of the origins of social psychology43 
and the notion of a ‘social brain’ (REFS 3,4). 
For instance, lesions to certain brain 
regions — such as the ventromedial PFC or 
amygdala — often result in disproportion-
ate impairments in social cognition, and 

Box 4 | Domain-specific functions in temporal cortex

A large number of studies of primate brain function have identified several anatomically specific 
regions of the temporal cortex that seem to be specialized for processing a single category of 
stimuli63,65,84. There are regions that respond most to faces, to places, to bodies or to visually 
presented words. Each of these areas has its own name: the fusiform face area (FFA), 
parahippocampal place area, extrastriate body area and the visual word form area, respectively.  
The approximate size and location of these regions are indicated by the size and position, 
respectively, of the circles in the figure. We also depict a region at the temporoparietal junction (TPJ) 
that is thought to be specialized for theory of mind (the ability to represent other people’s 
thoughts)46,85. Although the evidence that each of these regions has a ‘preferred’ domain is 
practically indisputable, the extent to which the function implemented in these regions is domain 
specific is a matter of continuing debate.

Although a complete account of the case against domain specificity in the temporal cortex is 
outside the scope of the present article, this argument has largely centred on evidence 
demonstrating that the selectivity of the FFA to exemplars from non-face domains (such as 
butterflies or cars) tracks individual differences in domain-specific perceptual expertise86–88. This has 
been suggested to imply that the FFA acquires its selectivity for the face domain not because it 
performs a function that is specific to that domain but because the function it performs enables the 
early acquisition of a fundamental social skill: recognizing conspecifics based on subtle variation in 
facial appearance53,89. A similar expertise-based account has been advanced to explain the selective 
responses to mental-state reasoning in regions such as the TPJ and (as discussed in the main text) the 
dorsomedial prefrontal cortex31,55,56,90. However, advocates of the domain-specificity account of the 
temporal cortex claim that learning mechanisms cannot explain all the available evidence91, noting 
the face-specific recognition deficits seen in prosopagnosia92 and recent evidence demonstrating 
that face-selectivity temporal cortex is already apparent in 4‑month old infants12. Therefore, despite 
the more than two decades of research and discussion that have been generated following the 
publication of the original neuroimaging findings in this area, there is still no clear consensus 
regarding the domain specificity of functions in the temporal cortex. Figure adapted with permission 
from: Kanwisher, N., Functional specificity in the human brain: a window into the functional 
architecture of the mind. Proc. Natl Acad. Sci. USA 107, 11163–11170 (2010).
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social–non-social comparison, a common 
confounding problem that we noted earlier. 
For instance, greater deployment of the 
dmPFC in the social domain could be 
explained by the acquisition of greater levels 
of domain-specific expertise during typical 
development53–55. Further supporting a 
more domain-general account of the role 
that the dmPFC has in ToM, a growing 
body of neuroimaging studies suggests 
that it plays a functional part in a range of 
cognitive domains that do not fit squarely 
into the domain of social cognition. These 
include causal explanations of natural 
phenomena56, idiom comprehension57, 
acquiring conceptual understanding of 
novel tools58, selecting among multiple 
semantic memories59, mentally simulating 
and evaluating novel future outcomes based 
on simultaneously activating memories of 
multiple past outcomes60, and acquiring 
and using abstract (non-spatial) conceptual 
knowledge61,62. As with the role of the FFA 
in face processing, finding domain-specific 
social functions in the dmPFC may thus 
be explained by the application of these 
multiple contributing components to a 
particular class of stimuli.

We therefore believe that the dmPFC 
implements a function that is crucial to the 
acquisition of domain-specific conceptual 
expertise (whether social or non-social) and 
to the use of such expertise to explain and 
understand the events that we observe in the 
world (whether social or non-social). This 
conclusion is further supported by examining 
individual differences: the people who are the 
most curious and interested in others are also 
those who show disproportionately greater 
activation of the dmPFC in response to social 
stimuli56. As is the case for reading and the 
VWFA, and as is the case for face perception 
and the FFA, it seems to be the interaction 
of a broader computational function with 
particular experience-dependent expertise 
that yields domain specificity.

Domain specificity revised
Despite the noted debates about the domain 
specificity of regions such as the FFA, there 
are strong arguments to support the view 
that face processing is domain specific by 
subject matter; that is, it is not just a result of 
particular functions like expert within-class 
categorization but is indeed specialized 
for faces per se63–65 (BOX 4). But what could 
this possibly mean? In what way could a 
central process be specialized for a certain 
class of stimuli, if not either by restricted 
inputs or by specialized computations? 
As mentioned briefly above, one possible 

filters may seem as intelligent as the person; 
however, we see no contradiction here. We 
may detect this version of domain specificity 
through the processing of the module, 
but this processing may in fact reflect the 
operation of the rest of the brain. This idea 
becomes more concrete when we remind 
ourselves of the main contributions to the 
blood-oxygen-level-dependent (BOLD) 
signal typically measured in fMRI studies: it 
does not reflect actual spiking outputs from 
a region but rather synaptic inputs to, as well 
as intrinsic processing within, the system66. It 
is thus quite conceivable that a neuroimaging 
study that detects domain-specific activation 
in a brain region is in fact detecting not 
so much the domain specificity of outputs 
from that region but rather the joint input 
function that is specified by all the synapses 
made onto this region from elsewhere in 
the brain.

In emphasizing a more dynamic view of  
domain specificity, three different scales 
of possible change should be considered: 
phylogenetic, ontogenetic and truly dynamic 
(real-time, momentary modulation by 
attention and context). All these changes can 
influence processing architecture and hence 
lead to the emergence of domain specificity, 
and they do so in an approximately 
hierarchical manner: evolution has sculpted 
some architectural limits on plasticity 
and reorganization; within this scope, 
development and experience can reconfigure 
how information flows in the brain; 
and within this scope, dynamic routing 
can change even the current processing 
architecture functionally. The latter case is 
closely aligned with modern concepts of 
‘neural reuse’ (REF. 67) and ‘cultural recycling’ 
(REF. 68) and indeed does challenge the 
original definition of domain specificity that 
we sketched at the very outset. If domain 
specificity can arise, perhaps transiently, 
from the full flexibility of information 
routing in the brain, it looks just like 
the confounding effects of attention or 
preference that one would like to eliminate 
(I might end up with a module for Golden 
Retrievers after all).

In our view, central domain specificity is 
best conceived as one of many dimensions on 
which mental functions might vary (BOX 2). 
It may arise from partly innate factors and 
develop early, as seems to be the case for face 
processing. Alternatively, it may also arise 
later and develop as a result of very specific 
(and perhaps culturally transmitted) kinds 
of experience, as seems to be the case for 
reading. Finally, it may arise throughout 
the lifespan given sufficient structure in 

explanation considers the importance of 
the connectivity profile of a region together 
with experience in a specific domain. This 
leads to the following hypothesis: central 
domain specificity could result if, in addition 
to certain computations internal to a region 
(which could be applied more domain-
generally in principle, as is in fact the case 
for the FFA just as it is for the dmPFC), 
there is also modulation by many other 
sources of input (including ‘top-down’ 
effects). In this case, the process that is under 
consideration would, in a sense, ‘know’ that 
the stimuli are faces or that the reasoning 
is social and hence process the information 
that it receives differentially based on such 
contextual factors. After all, you yourself 
know that a stimulus is a face or an inference 
is social, and you can easily treat these in a 
domain-specific manner if you so choose. 
If a ‘module’ for face processing had that 
kind of broad information available, it could 
also treat a face as different from a non-face 
— not because it only gets information 
about faces, but rather because it gets so 
much information that it can decide to 
process faces differently from non-faces. 
By allowing higher-order beliefs and goals 
to have an influence on (‘penetrate’) the 
internal operation of a module, this new 
version of domain specificity violates one 
of Fodor’s original criteria5 (BOX 2) for a 
module: that its operation be cognitively 
impenetrable. We concur with others7 that 
domain specificity should be the defining 
characteristic of a module; however, we go 
further in suggesting that informational 
encapsulation and cognitive impenetrability 
are not only unnecessary but in fact counter-
productive for producing domain specificity. 
We suggest that a high degree of domain 
specificity can in fact arise from a marked 
absence of information restriction: the more 
information a face-processing module has 
available, the more sophisticated the neural 
decision can be to process faces differentially 
from non-faces.

This ‘new look’ version of domain 
specificity may sound like we are putting a 
homunculus inside the module, but we are 
merely noting that apparent specialization 
for a domain can emerge just because all 
knowledge about a domain is ultimately 
represented in the associations that we have 
stored in our brain. If facts about a domain 
that are acquired through experience are 
encoded in patterns of synaptic weights, 
as we know they must be, we can think of 
these as filters operating on inputs to, and 
modulating the internal operations of, a 
module. In their aggregate operation, these 
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motivation, attention or perception, as seems 
to be the case for social inferences that rely 
on the dmPFC. The confounding case of 
merely thinking differently about one domain 
compared with another (owing to momentary 
differences in attention or preference) would 
be at the extreme end of this spectrum and 
would only qualify as the weakest form of 
domain specificity if it becomes so systematic 
that it begins to characterize an architectural 
feature of that person’s cognition. Over time, 
of course, such weak domain specificity can 
become canalized into stronger forms, as (in 
our view) is the case with social inference 
and the dmPFC. Thus, domain specificity 
is certainly not black and white but is rather 
continuous, and even the faintest versions of 
it can, over time, explain how the stronger 
versions emerge.

Concluding remarks
Neuroscience data will be essential to 
distinguish between and provide evidence 
for the different types of domain specificity 
that we propose. It may also provide an 
account that locates the particular case 
under investigation on a continuum of input 
specificity to central specificity and that 
explains how the latter is implemented as 
the result of connectivity and experience. 
One type of such data that will be 
particularly crucial to the revised view of 
domain specificity that we have sketched is 
developmental and longitudinal data that 
can quantify how information processing 
changes within an individual. This is a type 
of data of which we have little, because it is 
difficult to collect. Future studies should 
also consider data-driven discovery  
of domain specificity, as well as modelling 
how domain specificity might spontaneously 
emerge in synthetic systems; the latter 
might provide an important complement 
to the collection of dense longitudinal 
data in humans. Finally, an overarching 
question is normative: which aspects of 
domain specificity might constitute the core 
of typically developing human cognition? 
Is there a collection of architecturally 
constrained processes, such as those for 
language, faces and social inference that 
together make human cognition different 
from the cognition of other animals?

Our new view of how domain specificity 
can in fact arise through the violation of 
cognitive impenetrability suggests that, 
to understand any component of mental 
architecture, we might need to understand 
all of it. Fodor already acknowledged that 
this kind of holism was likely to be true and 
concluded that very little about cognition 
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could in fact be understood through the 
operation of classical modules25. Whereas 
this led Fodor to a jaundiced view of our 
prospects for ever understanding the mind, 
we take a more cheerful attitude because we  
include cognitive neuroscience in our 
data. This source of data helps to provide 
constraints because it can show us the actual 
mechanisms whereby a module receives the 
inputs that bestow it with domain specificity.

The concept of domain specificity had 
a huge role in the formative years of the 
cognitive neurosciences. It is our view 
that the basic questions around which it 
revolves and the theoretical concepts it 
is founded upon will continue to provide 
fertile ground moving forward. However 
— and to finally make the obvious  
pun — we need to be more specific in how 
we conceive and empirically investigate 
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evolved to solve but also those domains 
that (through the accumulation of culture, 
history and technology) present our minds 
with endless domains in which to test its 
limits. A new view of domain specificity 
emphasizes both the limits and the 
extensions of human cognition.
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